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last milestone.  As is always the case with OT&E, early assessments are encouraged, but any 

testing conducted prior to the system design being finalized will likely require repeat testing.20  

Similarly, if DT&E occurs prior to the last CH, any subsequent system modifications may 

require a repeat of test points. 

Prior to each milestone, the CH team will provide a risk assessment and 

recommendations to the Milestone Decision Authority who decides to either advance the 

program or introduce a delay to further maturity and reduce overall risk.  The latter option could 

add cost to the program or reduce available funds for other enhancements, but may prove to 

reduce overall cost, as without the recommended changes mission assurance cannot be 

guaranteed.  

Mandatory CVA Engineers 

No single factor will prove more important to achieving mission assurance than having 

the appropriate experts at CH events.  Specifically, individuals with deep understandings of 

operations, system design, avionics integration, information flow analysis, and Byzantine failure 

analysis must be included.  By and large, the success of CH events will hinge upon the inclusion 

of an expert that the author will term a CVA Engineer.21  To fully appreciate the uniqueness of 

this engineer, one must first examine the qualifications of the other team members. 

As a baseline for vulnerability assessment team composition, the author relied heavily on 

the aforementioned Cyber Tabletop vulnerability assessment recently accomplished by the US 

Navy on the Maritime Patrol and Surveillance System of Systems.22  The P-8 assessment was 

completed before Milestone B in April 2015 and successfully identified numerous vulnerabilities 

before initiation of OT&E.  The cornerstone of their success was ensuring the proper people took 

part in the assessment.23  The following paragraphs list the CH team members and provide a 
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brief description of their purpose and duties.  The last and most important person listed is the 

CVA Engineer and will be discussed in greater detail. 

Operator – As the end-user of the system, this person brings a deep understanding of 

tactics, techniques, and procedures to the team.  This expert also understands the intent of 

operations, thus can envision future employment methods. 

Operational Tester – This team member will ensure assessments consider operationally 

relevant situations.  This person will best understand how the overall system will be employed in 

combat.  This person may also fill the previous role of “operator.” 

Developmental Tester – A representative from the DT community shall be present for all 

CH events.  This person will best understand requirements for formulation and adherence to a 

rigorous process leading up to, and during, DT&E events. 

Program Manager – The PM should have the broadest understanding of the entire 

program, to include how the system works with, and is dependent upon, other systems. 

System Engineer – This person best understands how the major pieces of the system are 

configured and interact with one another.   

Software Engineer / Computer Programmer – An expert in specific types of 

programming language must be present.  If more than one language is used, which is often the 

case, multiple experts may be required unless a single person possesses sufficient expertise in all 

necessary languages. 

Subsystem Engineer / SMEs - An expert in each subsystem (i.e. radar, flight controls, 

etc.) will be present.  There will be more than one of these SMEs on any given program.  These 

experts will have the deepest technical understanding of each subsystem. 
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CVA Engineer– This is the most critical person at the CH event and should play a 

leadership role in vulnerability assessments.  This person will have a deeply developed skillset 

that allows them to understand how to not only characterize, but also exploit a cyber-attack 

surface.  They must be proficient at conducting information flow analysis and Byzantine failure 

analysis on advanced, integrated avionics systems.  Without a CVA Engineer, the remaining 

team members could characterize the overall system of systems, but would be unlikely to see 

many of the weaknesses in the system design.  The adversarial mindset of the CVA Engineer 

will help the team identify the weaknesses, seams, and limitations of a design.   

Unfortunately, the DOD does not have many personnel with the skill sets required of a 

CVA Engineer.  This simple fact will drive the duration that the DOD operates without mission 

assurance.  Only small pockets of DOD expertise exist, in part, because of the military’s extreme 

focus on network security rather than system security and mission assurance.  The focus on 

network security is also reflected in the mission and great Americans who make up the 24th and 

25th Air Forces.  These organizations have thousands of experts focused on network operations 

but do not have personnel with the skills required for vulnerability assessments of major weapon 

systems.  Even the nation’s premier cybersecurity experts at the NSA recognized that integrated 

aircraft systems are far different than traditional IT systems .  

This problem has vexed the 46th Test Squadron at Eglin AFB (and their detachment at 

Edwards AFB) that is responsible for growing a cyber-test capability for weapon systems.  DOD 

leadership should take immediate steps to bolster the numbers of CVA Engineers within the 

military.  In the short term, some service members should cross-train away from their primary 

career field and into one where duties as a CVA Engineer can be performed and cultivated.  

Emphasis should be placed on a strong engineering background rather than cyber or 
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communications career field experience.  On-the-job-training with the pockets of experts that 

already exist could serve as a stop-gap measure.  For part of the long-term solution, the DOD 

should support university programs such as the one led by Dr. Seker at Embry-Riddle 

Aeronautical University, which aims to fuse the dual knowledge cores of avionics design and 

cybersecurity.24  If DOD leadership does not immediately act to secure the high ground of the 

crossroads between cybersecurity and aviation, someone else will. 

Recommendations 

The author provides three major recommendations to enable and foster mission assurance 

across legacy and future weapon systems.  These recommendations should be implemented in 

the next release of DODI 5000.02, Operation of the Defense Acquisition System, DODI 8500.01, 

Cybersecurity, and the Cybersecurity Test and Evaluation Guidebook. 

1. Mandate execution of FMAs on each system before vulnerability assessments. 

2. Execute CH events (which include an FMA and vulnerability assessment) 

before each milestone. 

3. Mandate the inclusion of CVA Engineers during all vulnerability assessments. 

Conclusion 

The DOD should revise guidance to better identify and mitigate cyber vulnerabilities in 

major weapon systems.  First, FMAs will enable more focused, efficient hardening events and 

will eventually drive mission assurance to be “baked in” to system design.  Secondly, conducting 

discrete CH events before each milestone is fundamental to achieving mission assurance and 

provides risk assessments the Milestone Decision Authority, who retains the ability to move a 

program through the acquisition process.  Ultimately, the success of these events will hinge on 

the inclusion of properly qualified CVA Engineers.   
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Despite implementing these changes, a hurdle still facing the DOD will be the reluctance 

to spend money on mitigating vulnerabilities that exist in legacy weapon systems.  When the 

warfighter is begging for new capabilities, it is extremely difficult to spend money on an 

enhancement that is transparent to the end user.  For the near future, the acquisition, operational, 

and requirements communities are well advised to transition from a mindset of, “I want this new 

widget for my platform,” to simply, “I want my platform to work in combat, which will be a 

cyber-contested environment.”  Guaranteeing a system is impervious to cyber attack is not 

feasible in modern warfare, but instituting the author’s recommendations will provide 

warfighters and COCOMs a better chance of success and a clear understanding of at-risk mission 

areas. 
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Notes 

(All notes appear in shortened form. For full details, see the appropriate entry in the 

bibliography.) 
 

1 Kelion, “Fatal A400M Crash.” 

2 Gallagher, “Airbus Confirms Software Configuration.”  

3 de Briganti, “Airbus Aims at Huge Export Market.” 

4 For a further review of the threat and impact to the civilian aviation industry, see AIAA’s 

decision paper “A Framework for Aviation Cybersecurity.” 

5 Dr. Kamal Jabbour, Air Force Senior Scientist for Information Assurance, was instrumental 

in forming the author’s understanding of the dual nature of the cyber problem facing weapon 

systems. 

6 For further discussion on the “how” versus “what” discussion, see Young and Levinson’s 

“Inside Risks: An Integrated Approach to Safety and Security Based on Systems Theory.” 

7 Orth, “For Whom Ma Bell Tolls Not,” 28. 

8 Freedburg, “Top Official Admits.” 

9 Lyngaas, “Exclusive: The OPM Breach.”  

10 This description of risk originates with the National Institute of Standards and Technology 

in Stoneburner, Goguen, and Feringa’s Risk Management Guide for Information Technology 

Systems and was further described by Jabbour and Muccio in “On Mission Assurance.” 

11 Description of cyber subject matter expert provided by Dr. Kamal Jabbour. 

12 Cyber hardening is not a term widely in use by the DOD.  The author presents this term to 

describe a formal event that includes a functional mission analysis and vulnerability assessment. 

13 DODI 5000.02. Operation of the Defense Acquisition System, 92, 136. 

14 DODI 8500.01. Cybersecurity, 24. 

15 Recognition of report as “Best Practice” provided by Dr. Michael Lilienthal. 

16 Jabbour and Muccio, “The Science of Mission Assurance,” 68. 

17 A Functional Mission Analysis is closely related to Systems-Theoretic Process Analysis – 

Security as presented by Young and Levinson’s Inside Risks: An Integrated Approach to Safety 

and Security Based on Systems Theory. 

18 The recommendation to conduct vulnerability assessments earlier in the acquisition process 

is supported by Hutchinson’s 2013 argument to Shift Left!  

19 Jabbour and Poisson, Cyber Vulnerability Assessment: A Primer, 2016. 

20 Gilmore, Procedures for Operational Test, 3. 

21 The term CVA Engineer stems from discussion with 46th Test Squadron personnel that 

referenced the term Cyber Vulnerability and Penetration Assessment (CVPA) Engineer.  The 
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CVPA moniker acknowledged the close relationship between the skills required to identify 

vulnerabilities and the skills required to execute penetration assessments.  The author attempts to 

delineate the skills between the two events by dropping the reference to “penetration assessment” 

as that should primarily be an OT&E function. 

22 Steinfeld, Pringle, and Lilienthal, “A Mission Based Approach.” 

23 Many thanks to Dr. Michael Lilienthal who provided and entertained numerous briefings, 

phone calls, and e-mails which guided the author towards a better understanding of the social 

dynamics and team composition of vulnerability assessments. 

23 See Embry-Riddle Aeronautical University’s Cybersecurity and Assured Systems 

Engineering Center website for more information at https://daytonabeach.erau.edu/about/ 

labs/cybase/index.html. 
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